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Abstract: In practical application, carbon fiber reinforced plastics (CFRP) structures are easy to 
appear all sorts of invisible damages. So the damages should be timely located and detected for the 
safety of CFPR structures. In this paper, an acoustic emission (AE) localization system based on 
fiber Bragg grating (FBG) sensing network and support vector regression (SVR) is proposed for 
damage localization. AE signals, which are caused by damage, are acquired by high speed FBG 
interrogation. According to the Shannon wavelet transform, time differences between AE signals are 
extracted for localization algorithm based on SVR. According to the SVR model, the coordinate of 
AE source can be accurately predicted without wave velocity. The FBG system and localization 
algorithm are verified on a 500 mm500 mm2 mm CFRP plate. The experimental results show that 
the average error of localization system is 2.8 mm and the training time is 0.07 s.  
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1. Introduction 

Carbon fiber reinforced plastics (CFRP) have 
been widely applied in aircraft industry [1, 2]. But 
due to the impact and material fatigue, various 
barely visible damages can appear [3, 4]. The 
damages seriously degrade the reliability of CFRP 
structure and affect structure safety [5, 6]. Due to 
above reasons, damages should be timely located. 
The acoustic emission (AE) technology is an 
important damage detection means with great 
potential. Various damages of CFRP can cause   
AE phenomenon. According to the AE       
source localization, we can determine the location   
of damages. 

Due to weight and size, the traditional AE 
piezoelectric sensor is difficult for damages 
detection of aircraft. In recent years, the fiber Bragg 
grating (FBG) sensor is researched for detecting AE 
signals [7, 8]. Because of light weight and small size 
of the FBG, it is appropriate for the AE detection in 
aircraft. Many methods are researched for the AE 
localization. Lu et al. [9] used the particle swarm 
optimization (PSO) algorithm to achieve the AE 
localization in an aluminum alloy plate. The 
localization error is less than 10mm. But the 
algorithm is not appropriate for the AE localization 
of anisotropic materials. Mostafapour et al. [10] 
developed a wavelet transform and cross-time 
frequency spectrum technology for the AE source 
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localization, and high localization accuracy was 
obtained. Wave velocity is necessary for this 
technology. Therefore, it is only appropriate for the 
AE localization of an isotropic plate on which wave 
velocity is easily acquired. Fu et al. [11] used the 
back propagation neural network to realize the AE 
localization. But the algorithm uses wave velocity 
which is difficult to be obtained in the CFRP 
structure. Xiao et al. [12] applied the beamforming 
method to locate AE source in the CFRP plate. 
However, the wave velocity is still necessary. Jiang 
et al. [13] applied least squares support vector 
machine for the AE localization without wave 
velocity. The average localization error was 6.78 mm. 
But the frequency dispersion, which seriously 
affects the localization accuracy, is not been 
considered. Kim et al. [14] used the least squares 
support vector machine (LSSVM) to locate AE 
source, and better localization accuracy was 
obtained. However, the method is only used in an 
aluminum alloy plate.  

In this paper, an FBG sensing network and 
support vector regression (SVR) algorithm are 
developed for the AE source localization on the 
CFRP plate. A high-speed FBG interrogation system 
is designed to obtain AE signals. The Shannon 
wavelet transform is applied to extract narrow-band 
signals of AE signals for AE localization, which 
reduces the influence of frequency dispersion on the 
AE localization. According to time differences of 
narrow-band signals, the SVR algorithm, which 
does not use wave velocity, is applied to locate AE 
source with high accuracy. The FBG sensing system 
and localization algorithm are verified on the CFRP 
plate. The experimental results show that the 
localization system is practical and efficient. 

2. Localization algorithm 

In many AE localization methods of CFRP, wave 

velocity is necessary. However, the CFRP material is 

anisotropic. Wave velocities of different directions 

are difference. If wave velocity is used for 

localization, it must be accurately measured in 

different directions. However, the work is very 

difficult in practical applications. In this paper, we 

only use time differences of AE signals. The SVR 

algorithm is applied to forecast the coordinate of AE 

source. 

2.1 Shannon wavelet transform 

The frequency dispersion of AE wave and noise 
can seriously affect the calculation of time 
difference. Therefore, the Shannon wavelet 
transform is applied to extract narrow-band signals 
of AE signals for time differences. 

Shannon wavelet transform can be expressed as 
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where a  and b  are scale factor and time factor, 
respectively. ( )t  is the Shannon wavelet function 
which is given by  
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where ( )   is the rectangular window function 
of which the bandwidth and central frequency are 

b  and c , respectively [15]. The narrow-band 
signals can be obtained by the Shannon wavelet 
transform. The AE signal ( , )u x t  can be defined as 

1 1 2 2j( ) j( )( , ) k x t k x tu x t e e            (4) 

where 1k  and 2k  are wave numbers. Introduction: 
* * *

1 2

2 1 2 1

1 2 1 2
0 0

( ) ( ) ( )

,  
2 2

,  .
2 2

a a a

k k
k

k k
k

     
  

  

 
 

   

 
 

     (5) 

After the Shannon wavelet transform, the 

module value of AE signals can be obtained as 
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When b k    , the module value is the 

maximum. The time differences of AE signals are 

obtained by the peak times of module values of 

narrow-band signals. 

2.2 SVR model 

The basic idea of the SVR model is to map 
low-dimensional data into high-dimensional feature 
space by using a nonlinear mapping function, then to 
perform linear regression in this space. Given a 
training set of data ={( , )}( =1, 2, , )i iG x y i N , 
where ix  is an input vector, and iy  is an expected 
value. In the AE localization, ix  is a time 
differences vector of AE signals, and iy  is the 
ordinate or the abscissa of AE source. The 
regression function is expressed as 

( ) ( )if x w x b              (7) 

where ( )ix  is a mapping function, w  is a weight 
vector, and b  is an error value. w  and b  are 
confirmed by minimizing the regularized risk 
function which is as follows: 
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where C is a penalty factor, ( )L  is an 
-non-sensitive loss function, and   is an 
-intensive loss parameter. Two relaxation factors 

i  and *
i , which control a linearly inseparable 

boundary, are introduced [16]. So (8) can be 
rewritten as 
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By introducing Lagrangian multiplier ia  and *
ia , 

the above formula can be rewritten as 
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where ( ,  )i jK x x
 

is a kernel function [17]. We use 
the radial basis function (RBF). The resulting 
regression function of SVR model can be expressed 
as 
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The coordinate of AE source includes the 
ordinate and the abscissa, but the above SVR model 
can only output one valve. Two SVR models are 
built to respectively predict the ordinate and the 
abscissa of AE source. 

2.3 AE localization process 

The specific localization process, which is 
realized by the Shannon wavelet transform and SVR, 
is as follows: 

(1) The coordinate, on which AE experiments 
are implemented and training data is obtained, is 
determined.  

(2) AE experiments are implemented on training 
data points. AE signals are acquired. According to 
the Shannon wavelet transform, time differences of 
narrow-band signals of AE signals are extracted. 
Time differences and coordinates are used as 
training data. 

(3) According to training data, SVR localization 
models, which output the ordinate and the abscissa 
of AE source, are built. According to cross 
validation, models are tested to confirm that models 
can be used for AE localization. 

3. AE source localization 

3.1 Experimental setup 

AE localization experiments are implemented on 
a 300 mm300 mm monitoring area of CFRP plate, 
whose dimension is 500 mm500 mm2 mm. Four 
FBG sensors are stuck on four corners of the CFRP 
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plate, respectively. The FBG interrogation system 
includes FBG sensors, tunable narrow-band laser, 
fiber-optic coupler, optical circulator, photoelectric 
converter, amplifier, and data acquisition system, as 
shown in Fig. 1. The sampling frequency of FBG 
interrogation system is 5 MHz. The reflectance 
wavelengths of all FBG sensors are close to 
1565.213 nm and errors are less than 0.01 nm. When 
FBGs are stuck, a definite pretension force is 

applied to them. The central wavelength of tunable 
narrow-band laser is 1565.238 nm, and wavelength 
variation is less than 1 pm. The output power is   
1 mW. The wavelength of narrow-band light source 
lies in the linear edge of FBG reflectance spectrum. 
The narrow-band laser demodulation technology is 
applied to obtain AE signals [7]. AE signals are 
generated by steel ball impact. The AE localization 
system is shown in Fig. 2. 

 
Fig. 1 FBG interrogation system. 

 

3.2 AE localization experiment 

The coordinates of four FBGs respectively are  

(0, 300), (300, 300), (300, 0) and (0, 0) in the 

monitoring area, as shown in Fig. 3. The monitoring 

area is divided into 36 small areas. Every small area 

is 50 mm50 mm. The central point of a small area is 

chosen to carry out AE experiments and obtain AE 

experiments data for the training SVR model. The 

central point of big area, which is composed of four 

adjacent small areas, is chosen for testing data of the 

SVR model. 

 
Fig. 2 AE localization experiment system. 

 
Fig. 3 AE experimental layout. 

On the above points, AE experiments are 

implemented. AE signals are obtained by FBG 

sensors. AE signals, which are acquired by carrying 

out AE experiments on the closest point of FBG1, 

are shown in Fig. 4. Figure 5 is the frequency 

spectrum of AE signals of FBG1. According to the 
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frequency spectrum, the AE signal is a wideband 

signal. The frequency range is 20 kHz–200 kHz. 

According to frequency dispersion effect and signal 

attenuation, the accurate time differences between 

AE wide-band signals are difficult to be extracted. 

So AE narrowband signal, whose central frequency 

is 40 kHz, is extracted by the Shannon wavelet 

transform. At the same time, the module value of 

narrowband signal is calculated. According to the 

peaks of module values, time differences between 

AE signals can be obtained, as shown in Fig. 6. For 

the training SVR model, time differences between 

FBG1 signals and other sensors signals are used for 

input, and the coordinates of points for training are 

used for output. According to the above process, 

SVR models for AE localization are built. 

0 0.5 1.0 1.5
5 

0 

5 

A
m

pl
it

ud
e 

(V
) 

Time (ms) 

FBG1

FBG2

FBG3

FBG4

5 

0 

5 

5 

0 

5 

5 

0 

5 

0 0.5 1.0 1.5

0 0.5 1.0 1.5

0 0.5 1.0 1.5

 
Fig. 4 AE signals. 
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Fig. 5 Frequency spectrum of AE signals. 
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Fig. 6 Model values of narrowband signals. 

For testing the SVR model for the AE 

localization, AE experiments are carried out on 

arbitrary ten testing points. Time differences are 

inputted, and the prediction coordinates of testing 

point are outputted. For making the contrast analysis 

of SVR and neural network, RBF neural network is 

applied for the AE localization. The testing results of 

SVR and RBF neural network are shown in Fig. 7. 

According to the radial error principle, the testing 

errors are calculated and shown in Fig. 8. The 

maximum errors of SVR and RBF are 7.2 mm and 6 

mm, and the minimum errors are 0.4 mm and 0.8 mm, 

respectively. The average errors of SVR and RBF 

neural network are 2.8 mm and 3.7 mm, respectively. 

At the same time, the training times of SVR and 

RBF neural network are 0.07 s and 0.84 s, 

respectively. Compared with the RBF neural 

network, the localization accuracy of SVR is higher, 

and the training time is less. The above calculation 

results are given by MATLAB 7.1 and computer 

with AMD 3.0 GHz CPU.  
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Fig. 7 Result of testing experiments. 
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Fig. 8 Error of testing experiment. 

4. Conclusions 

In this paper, an AE localization system based on 

FBG sensing network and SVR algorithm is 

proposed. According to the narrowband laser 

demodulation technology, AE signals can be 

obtained by FBG sensors. The Shannon wavelet 

transform is applied for time differences between 

AE signals. According to time difference and SVR, 

the AE source is accurately located. The FBG 

system and localization algorithm are verified on the 

500 mm500 mm2 mm CFRP plate. The average 

error of localization system is 2.8 mm, and training 

takes 0.07 s. Therefore, this paper proposes a 

practical AE localization system of CFRP plate for 

damage detection 
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